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Abstract— This  paper presents a  model  for the ACK-

clock inner  loop,  common  to virtually all Internet congestion 
control protocols, and  analyses  the stability properties of this 
inner loop, as well as the stability and fairness  properties of 
several  window update mechanisms built on top of the ACK-
clock. Aided by the model for the inner-loop, two new 
congestion control mechanisms are constructed, for wired and 
wireless networks. 
 
Internet traffic can be divided into two main types: TCP traffic 
and real-time traffic. Sending  rates for  TCP  traffic,  e.g.,  
file-sharing, uses  window-based  congestion  control, and  
adjust continuously to the network load.  The sending rates for 
real-time traffic, e.g., voice over IP, are mostly independent of 
the network load.  The current version of the Transmission 
Control Protocol (TCP) results in large queuing delays at 
bottlenecks, and poor quality for real-time applications that 
share a bottleneck link with TCP. 

 
The first contribution is a new model for the dynamic 
relationship between window sizes, sending rates, and 
queue sizes. This system, with window sizes as inputs, and 
queue sizes as outputs, is the inner loop at the core of 
window-based congestion control.  The new model unifies 
two models that have been widely used in the literature. The  
dynamics of this  system,  including  the static gain  and  the 
time  constant,  depend  on the amount of cross  traffic  
which  is not  subject  to congestion  control.  The model is 
validated using ns3 simulations, and it is shown that the 
system is stable. For moderate cross traffic, the system 
convergence time is a couple of roundtrip times. When 
introducing a new congestion control protocol, one 
important question is how flows using different protocols 
share resources 
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I. INTRODUCTION 

The congestion control is an Internet workhorse. Up to 90% 
of the traffic is managed by the TCP protocol, used for web 
browsing, file- sharing, email transmission, and innumerable 
other applications. The remaining traffic serves applications 
such as voice over IP, online gaming and Domain Name 
System (DNS) service. To a first approximation, Internet 
traffic can be divided into two types: TCP traffic and real-
time traffic. The TCP traffic uses window-based congestion 
control, which adapts each flow’s average sending rate to the 
flow’s fair share of available resources.  The collection of 
TCP flows tries to use all available capacity, but it also 
responds to network congestion, and will reduce each flow’s 
sending rate if the network load increases, or if the capacity 
in the network is reduced. 

The real time traffic uses different mechanisms for 
congestion control, or none at all, together with explicit or 
implicit admission control.  Which means that the sending 
rate of a real-time application is mostly independent of the 
current network state? The reason that this real-time 
application has, so far, not caused any Internet breakdown, 
is in part due to the admission control, and in part due to the 
fact that the typical real-time application does not need high 
capacity. In the current Internet, the quality of real-time 
applications degrades severely if they share a bottleneck 
with TCP flows. 
 
This paper is organized as follows. First, in Sec. 1.1, we 
look into the future, to see what the Internet will be like, and 
what will be needed to get there. Sec. 1.2 gives a brief 
introduction to IP networking and the window-based 
congestion control of TCP. In Sec. 1.3, we describe the 
control objectives for Internet congestion control. An 
overview of the contributions in this thesis is given in Sec 
1.4. Publications are listed in Sec. 1.5, and finally, Sec. 1.6 
provides the outline for the rest of the paper. 
a. An emergency response scenario: 

Mumbai, November 2015. A week ago, the embankments 
around Mumbai and the city center broke down; they could 



not hold against the severe autumn storm, and the higher sea 
level we have seen in recent years.  Since the sea water 
flooded several underground tunnels, transformer stations, 
telephone switches, and Internet peering centrals, the basic 
infrastructure is still not working (not to mention the flooded 
sewer system).The city centre, roughly from Dadar up to   
Andheri, is flooded. Still, the area is far from deserted, a few 
hundred people are working there, local emergency response 
personnel, additional professionals from Bandra and Matunga, 
to gather with volunteers who live or work in the area and 
decided to stay and help. 

 
The canter of all this activity is the well-known VSNL 
building (Fig 1.1). When the electricity and the telephone 
system stopped working, the people working in one of the 
offices half-way up in the tower realized that the location 
was ideal for wireless communication to large parts of the 
flooded area.  Enabling ad-hoc networking, they soon got 
connected to other people living or working nearby, who 
were also cut -off from the outside world. 
 

The network grew to about 150 active nodes, and soon 
somebody managed to get in contact with emergency 
response people Moreover, as the VSNL building was the 
worst-affected, the networks of the entire nation had a 
shutdown, owing to the natural calamity. Within an hour, a 
military helicopter landed on the roof. The passengers were a 
couple of emergency response workers from Bandra fire 
station, who brought with them a microwave link and a small 
diesel-powered generator, and sufficient fuel for a couple of 
days.  As soon as the microwave was operational, the ad-hoc 
network had a reasonable connection to the Internet.  
The network was used primarily for voice calls and email, 
first locally, and, once there was connectivity to the outside, 
to the whole world.  People could get in contact with 
relatives, and the emergency response people could get in 
contact with the people in the area to assess the situation and 
organize reinforcements. 
 
The next few days, things went smoothly. Evacuation, by 
boat or helicopter when necessary, was organized.  Patients 
waiting for evacuation were equipped with networked pulse 
oximeters and other sensors, monitored both by local medical 
staff and the medical support canter at the Mumbai 
University Hospital. The coordination office moved down to 
the bottom of the tower, since it proved difficult to use the 
temporary generator to power the tower’s elevators. The 
people from Bandra and Matunga arrived, and they started to 
work, almost not noticing how their computers automatically 
joined the communication network.  The support for those 
who stayed was organized, based around the   Telephone 
Exchange tower: Meals, temporary hygiene facilities, as well 
as electrical charging stations for everybody’s computers. 
Food and fuel were delivered by boat from managers. 

 
The demands on the network changed gradually during this 
week. The whole time, voice and email were the most 

important applications, but there were also sensor data, 
transfer of photos and videos documenting the situation, and 
file-sharing of all sorts of useful information, including large 
files with detailed blueprints for buildings and infrastructure. 
This is the first time in India that Internet communication has 
played such an important role in an emergency situation, but 
it is not unique in the world.  
 
b. Network Layer:- A communication network is a set of 
links and nodes. The set of nodes can be divided further into 
routers, which forward packets between links, and hosts, 
which are the communication end points. On the physical 
layer, common link types are based on optical fibers, copper 
cables, or radio transmission. When more than one node can 
transmit on the same link, the use of the link is coordinated 
using some medium access control.  This coordination, 
together with the conventions for how to encode an IP-packet 
for a particular link type, is referred as the link layer. The 
service provided by the link layer is the transmission of IP 
packets between nodes that are connected to the same link 

 
 
The IP network is implemented on top communications links 
based on many different link technologies. Above IP, there 
are a couple of widely used transport protocols, and an 
innumerable number of different applications. To provide 
global connectivity, forwarding of packets between links is 
necessary. Deciding which path each packet should take 
between its source and destination is the responsibility of the 
routing system. Routing, together with the addressing 
architecture, are the main services of the network layer. The 
network layer provides best effort delivery of IP packets to 
and from arbitrary nodes in the network. 
 
c.Window based congestion control:- TCP uses a 
sliding window flow control. The window limits the amount 
of data that can be sent without waiting for 
Acknowledgement (ACK) from the receiver.  When the 
window is constant, these results in the so-called “ACK-
clock”; the timing of each sent packet is determined by the 
reception of the ACK for an earlier packet.  This is illustrated 
in Fig. 1. earlier. Window-based congestion control was 
originally motivated by the fluid flow analogy. The packet 
flow is what a physicist would call ‘conservative’:  A new 
packet isn’t put into the network until an old packet leaves. 
The physics of flow predicts that systems with this property 
should be robust in the face of congestion. Van Jacobson, [59] 
 
One can think about the sliding window and the ACK clock 
as a peculiar inner control loop, which determines the 
sending rate; when the Roundtrip Time (RTT) fluctuates, the 
sliding window gives an average sending rate of one full 
window per average RTT.  The window size is adjusted 
depending on received ACKs, and it is the details of this 
outer-loop that differ between TCP variants. The most widely 
used version of TCP is New Reno, which uses the following 
window update rules.  As long as there are no packet losses, 



the window size is increased by one packet per RTT. And 
when a packet is lost, the window size is reduced to one half 
of its previous value. The linear increase of the window size, 
in the absence of packet losses, together with the 
multiplication by 1/2 when a packet loss is detected, is called 
Additive Increase, Multiplicative Decrease (AIMD). 

 
This paper proposes a new model for the queuing dynamics 
under window- based congestion control. The dynamic 
behaviour depends on the amount of real- time, non-
congestion controlled, cross-traffic that the network is shared 
with. The main novelty in the model is to accurately describe 
the influence of this cross-traffic, and to note that this 
influence is significant; in terms of central system properties 
such as gain and time constants. 
 
The most important concept in TCP congestion control is 
that of the congestion window. The window is the amount of 
data that has been sent, but for which no Acknowledgement 
has yet been received. A constant congestion window means 
that one new packet is transmitted for each ACK that is 
received. 
 
The sending rate is controlled indirectly by adjusting the 
congestion window. The standard way of doing this is called 
New Reno [5, 45]. It is described in this section. One 
common extension is TCP with selective Acknowledgements 
(sack) [88, 18]. Before explaining the control mechanisms, 
we have to look into how TCP detects packet loss. 
 
 
Acknowledgement and Loss detection: 
 
At the receiving end, Acknowledgement packets are sent in 
response to received data packets. TCP uses cumulative 
Acknowledgements: Each Acknowledgement includes a 
sequence number that says that all packets up to that one 
have been received. Equivalently, the Acknowledgement 
identifies the next packet that the receiver expects. When 
packets are received out of order, each received packet 
results in an acknowledgement, but they will identify the 
largest sequence number such that all packets up to that 
number has been received.   
 
For example, if packets 1, 2, 4, and 5 are received, four 
Acknowledgements are generated.  The first says, “I got 
packet  #1, I expect packet  #2 next”, while the next three 
Acknowledgements all say, “I got packet  #2, I expect packet  
#3 next”.  
 
The last two Acknowledgements are duplicate ACKs, since 
they are identical to some earlier ACK. When duplicate 
ACKs are observed on the sender side, there are several 
possible causes: a packet may have been delayed and 
delivered out-of-order, a packet may have been lost, or an 
ACK packet may have been duplicated by the network.  
Packet losses are detected by the sender in two ways: 

1. Timeout: If a packet is transmitted and no ACK for 
that packet is received within the Retransmission 
Timeout interval (RTO), the packet is considered 
lost. 

2. Fast retransmit: If three duplicate ACKs are 
received, the “next expected packet” from these 
ACKs is considered lost. Note that this cannot 
happen if the congestion window is smaller than 
four packets. 

Packets that are lost, as detected by either of these 
mechanisms, are retransmitted. Furthermore, congestion 
control actions are also based on these loss signals, as 
described below. The value for RTO is not constant, but 
based on measured average and variation of the RTT. It is 
also modified when a timeout occurs, by the exponential 
back-off mechanism. 

 
Figure 1. Sliding window control. The window size is the 
amount of outstanding data. 
 
TCP congestion control state: 
There are four distinctive states in the TCP congestion 
control, illustrated in Figure 3, and two state variables related 
to congestion control: The congestion window cwnd and the 
slow start threshold ssthresh. The value of ssthresh 
determines the window increase rule; if cwnd < ssthresh, 
TCP increases cwnd by one packet for each received ACK 
(slow start   state), and if cwnd ≥ ssthresh, TCP increases the 
window size by one packet per RTT (congestion avoidance 
state). Typical initial Values when TCP leaves the idle state 
and enters the slow start state are a cwnd of 2 packets and an 
infinite ssthresh. We look at the operation of each of the four 
states in turn. 
Slow start: The slow start state is the first state entered 
when a flow is created, or when a flow is reactivated after 
being idle.  The slow start state can also be entered as the 
result of a timeout.  In this state, Cwnd is increased by one 
packet for each non-duplicate ACK.  
 
The effect is that for each received ACK, two new packets 
are transmitted. This implies that the congestion window, 
and also the sending rate, increases exponentially, doubling 
once per RTT.It may seem strange to refer to an exponential 
increase of the sending rate as “Slow start”; the reason is that 
in the early days, TCP used a large window from the 
transitions back to the idle state are omitted. 



 

 
Figure 2. Start and the introduction of the slow start 
mechanism did slow down connection startup. Slow start 
continues until either  

 Cwnd > ssthresh, in which case TCP enters the 
congestion avoidance state, or 

 A timeout occurs, in which case TCP enters the 
exponential back-off state, or 

 Three duplicate ACKs are received, in which case TCP 
enters the fast recovery state. 
 

The motivation for the slow start state is that when a new 
flow enters the network, and there is a bottleneck link along 
the path, then the old flows sharing that link need some time 
to react and slow down before there is room for the new flow 
to send at full speed. 
 
 
d. Problem statement: 
The overall goal of congestion control is to optimize the 
performance in a com- medication network.  This 
optimization means, roughly, that sending rates at the data 
sources should be as high as possible, without overloading 
the network.  The primary measure of network overload is 
packet losses; when the arrival rate at a link exceeds capacity, 
the corresponding queue starts to build up, and when the 
queue is full, packets must be discarded.  The bottleneck 
links in the network should be fully utilized.  The 
requirement of a small loss rate implies that the average 
arrival rate at each bottleneck link should either match the 
link capacity exactly, or be very slightly larger. 
 
When the network is shared with real-time traffic, it becomes 
important not only to maintain a small packet loss rate, but 
also to maintain reasonably small queues, since large queues 
imply large delays. By the term congestion control, we 
include both the rules for adjusting window sizes and sending 
rates, which are implemented in end nodes, and all related 
rules and mechanisms, such as Active Queue Management 
schemes (AQM) and Explicit Congestion Notification (ECN), 
which are implemented in routers. 
Control Objective: Congestion control has been a very active 
area of research during the last decade. Still, the current 
transport control protocol TCP works fairly well. So why 

change that which is not broken?  To understand that, we 
must first understand what the control objectives are: 
 
Avoid network overload: The probability of packet loss due 
to congestion should be small. 
 
Efficient resource utilization: All bottleneck links should be 
fully utilized. 
 
Fair sharing:  The congestion control mechanism 
determines how resources are shared between users.  The 
sharing should be predictable and satisfy some reasonable 
notion of fairness. 
 
React to changes: The network load is constantly varying, 
there are occasional routing changes, and some (wireless) 
links have varying capacity and delay. The congestion 
control must react to these changes and adjust the sending 
rates. 
Small queuing delays: Both large queues and large queue 
fluctuations can harm other applications using the network, in 
particular real-time applications of these objectives, TCP 
achieves all but the last one, when used over the ordinary 
wired network for which it was designed.   
 
For low-power wireless links, and for links with large 
propagation delay or large bandwidth-delay product, TCP 
also has difficulties achieving efficient resource utilization. 
We therefore see three main problems that are being 
addressed by current TCP research: 
 

TCP over wireless: TCP interprets packet losses as a sign 
of congestion. If a wireless link loses some packets due to 
disturbances on the radio channel, TCP Reduces its sending 
rate even when there is no real congestion. Many wireless 
links tries to avoid this problem by retransmitting lost packets 
at the link layer.  However, this leads to larger delays and 
larger delay variations, which are also problematic for TCP. 
 

High capacity, large delay networks:  To use available 
capacity efficiently, TCP needs a window size close to or 
larger than the bandwidth-delay product. In the basic TCP 
protocol, the window size is limited to 64 Kbyte, which is 
quite small with today’s high-speed links.  
 
A 100 Mbit/s link with 5 ms RTT has a bandwidth-delay 
product of 61 Kbyte. To overcome this problem, one can use 
the window scaling option [60]. But even when window 
scaling is used, so that the window size can grow to match 
the bandwidth-delay product, the AIMD rules imply that it 
takes a large number of RTTs for the window size to grow 
large enough.  If also the RTT is large, this leads to poor 
throughput. 
II. Modelling: In this research we develop and validate an 
improved model for the feedback system consisting of a 



queuing network, and data sources using window-based 
congestion control. The window sizes are the system inputs, 
and the queue sizes are the system outputs. This model 
describes the inner-loop of all TCP-like window-based 
congestion control methods.  The main novelty of the model 
is that it takes into account that the network is shared with 
traffic, which is not subject to congestion control, such as 
video streaming, and voice over IP. The amount of such 
cross-traffic has a large influence on the dynamics of the 
system, in particular the gain and the time constant. 
 
A step response is shown in Fig 3.. The dashed curves 
represent two models, the static model [114] and the integrator 
model [56, 80], that have been used in the literature. The 
dotted curve is the result from ns3 simulations, and the solid 
curve is the new model.  The amount of cross-traffic is an 
important parameter for the dynamics; in this figure, there is 
30% cross-traffic. 

Figure 3. Normalized throughput for TCP New Reno 
(increasing curve) and West- wood+ (decreasing curve), as a 
function of the buffer size at the bottleneck router. The 
topmost almost flat curve is the link utilization. 
III.Analysis: The stability properties of the inner-loop in 
window-based congestion control, as well as the convergence 
time. Analyses the fairness when flows using two different 
flavours of TCP, New Reno and Westwood+, compete for 
bottleneck capacity.   
 
This will also give us an opportunity to look closer at how 
AIMD works, and how it relates to buffer sizing issues.  As 
seen in Fig 1, the sharing depends on the buffer size at the 
bottleneck.  The two flows share the link equally only when 
the buffer size equals the bandwidth-delay product, which in 
this case are 42 packets. 
 
IV.Design:- we design a new congestion control 
mechanism, as an outer-loop around the inner-loop that was 
modelled earlier.  The aim is to maintain the efficiency and 
fairness properties of TCP, but with significantly smaller 
bottleneck queues.  
 

The key ideas are to take advantage of the stability of the 
inner-loop, and to use rules for setting and reacting to packet 
marks that results in more frequent feedback than with AQM 
and ECN. Figure 4. Shows the response in window size and 
queue size to a change in the cross-traffic intensity, for TCP 
New Reno and for the new mechanism. 
V.Congestion Control Avoidance: 
In the congestion avoidance state, cwnd is increased by one 
packet per RTT (if cwnd reaches the maximum value, it stays 
there). This corresponds to a linear increase in the sending 
rate. On timeout, TCP enters the exponential back-off state, 
and on three duplicate ACKs, it enters the fast recovery state. 
The motivation for this congestion avoidance mechanism is 
that since TCP does not know the available capacity, it has to 
probe the network to see at how high a rate data can get 
through. Aggressive probing would make the system 
unstable, and a single packet increase seems to work well in 
practice. 
Exponential back-off: 
TCP enters the exponential back-off mode after timeout. 
Several actions are taken when entering this state: 
 

 The lost packet is retransmitted. 
 The state variables are updated by ssthresh ← 

cwnd/2, cwnd ← 1 packet. 
 The RTO value is doubled. 

 
When an ACK for the retransmitted packet is received, TCP 
enters the slow start phase. The above update of ssthresh 
implies that, in the absence of further packet losses, TCP will 
switch from the slow start phase to the congestion avoidance 
phase once cwnd is increased to half its value before the 
timeout. If the retransmission timer expires again with no 
ACK for the retransmitted packet, the packet is repeatedly 
retransmitted, RTO is doubled, and ssthresh is set to 1 packet  
[40]. The upper bound for the RTO is on the order of one or 
a few minutes. Exponential back-off continues until an 
Acknowledgement for the packet is received, in which case 
TCP enters the slow start phase, or the TCP stack or 
application gives up and closes the connection. 
 
The motivation for the exponential back-off mechanism is 
that timeouts, in particular repeated timeouts are a sign of 
severe network congestion. In order to avoid congestion 
collapse, the load on the network must be decreased 
considerably and repeatedly, until it reaches a level with a 
reasonably small packet loss probability. 
 
In this example, it is five packets.  In the top figure, eight 
packets have been transmitted, and ACKs for the first three 
packets have been received. The above figure illustrates the 
situation after the ACK for the fourth packet has been 
received.  
 
One more packet, the ninth, is transmitted, and the window of 
outstanding data “slides” forward one packet. Reassemble the 
stream at the other end, and to detect if packets are lost, 



reordered or duplicated by the network. The protocol also 
implements flow control, which prevents the sending node 
from overloading the receiver, and congestion control, which 
prevents the sending node from overloading the network.  In 
a recent study of the traffic mix in BSNL’s ADSL network, 
more than 90% of the traffic was using TCP and a significant 
proportion thereof was peer-to-peer file-sharing. 

 
Everything on top of the transport layer is referred to as 
application layer. There are innumerable application 
protocols, from the older telnet protocol and Simple Mail 
Transfer Protocol (SMTP), to the Hypertext Transfer 
Protocol (HTTP) used for the World Wide Web and the 
Session Initiation Protocol  (SIP) used to set up IP telephony  

Figure 4. Window size (w) and bottleneck queue size (q) for 
a short segment of a simulation with a single bottleneck and 
a congestion controlled flow sharing the bottleneck with 
Poisson cross-traffic.  At t = 20 s, the cross-traffic intensity is 
increased from 20% to 40% of link capacity.  To the left: 
New Reno.  To the right: The proposed mechanism.  Note 
the different scale on the vertical axis. 
VI.Mathematical Models for Congestion 
One crucial issue in model-based control design is to select a 
model with the right level of detail. The model should 
capture the important dynamics of the real system, and at the 
same time be simple enough for mathematical analysis of the 
system. 
The models for congestion control, and related tools, can be 
classified as: 

 Packet-level: A packet-level model accounts for the 
location of each individual packet, as the packets are 
queued and forwarded by the network.  The system state 
evolves as a series of discrete events, where the events 
of interest are arrival and departure of packets, and 
protocol timeouts. 

 
 Fluid flow:  A fluid flow model sees the data transport 

as a continuous fluid, with no packet boundaries. State 
variables vary continuously, and are described using 
differential equations. In the context of congestion 
control, fluid flow models usually do not try to capture 
all details of the dynamics.  Instead, the state variables 
represent averages of the true system state, where the 

average can be an average over an RTT, or an expected 
value with respect to stochastic features of the system. 

 
 

 Hybrid: In a hybrid model, the evolution of the state is a 
result of discrete events, together with continuous 
changes between events. Typically, a continuous model 
is used for the queuing dynamics and maybe for some of 
the end-host protocol actions, while protocol actions 
such as the multiplicative decrease in TCP is modelled 
as a discrete event, and a corresponding discontinuous 
state update. 

 
In this section, we will describe these in turn. We will also 
describe the framework of network utility maximization, 
which is an important tool for analysis and understanding of 
large networks. 
Packet Level Models: For telecommunication networks, 
there is a long tradition of using queuing and traffic theory, 
going back to the work of Erlang in the early 20th century 
[41]. These are tools for analysing quality measures such as 
queuing delay and blocking probability, given capacity and 
demand.  The theory gives particularly nice results when the 
arrival of traffic is a Poisson process. A later development is 
adversarial queuing theory [21], where the arrival traffic is 
not stochastic, but chosen by an adversary, subject to load 
constraints. Web-server admission control is studied in [99], 
with the central trade-off between request rejection rate, and 
response time of the admitted requests.  
 
The performance, in terms of blocking probability and delay, 
of a single server with several traffic classes, is analysed in 
[4]. In [103], it is argued that traffic theory is an essential 
tool for developing an Internet with multiple service classes. 
Still, queuing and traffic theory is best suited for analysis of 
mechanisms related to quality-of-service and admission 
control, which are of an open loop character, and more 
difficult to apply to closed-loop congestion control. A recent 
application to TCP/AQM-style congestion control is found in 
[53]. 
 
The properties of interconnected queuing systems, in 
particular when there are several service classes, are 
remarkably complex.  A recent preprint [47] proves that for 
queuing networks with multiple service classes, a given 
deterministic arrival process, and given deterministic service 
times, stability is an undividable problem. I.e., there exists no 
algorithm that takes as input a description of a queuing 
network, an arrival process, and an initial state, and 
determines whether or not the queue lengths of the system 
are bounded over time. 
VII.Fluid Flow Model 
As the name implies, fluid-flow models do not try to describe 
individual packets, but view the data streams across the 
network as continuous flows. All the quantities of interest, 
such as sending rates, window sizes, and queue sizes, are 
treated as continuous (and often differentiable) functions of 



time. We start with the fluid-flow model for a queue. 
Example 2.1 (Queue dynamics)  
Assume that we have packets arriving to a queue as a 
Poisson process with time-varying intensity r(t)/m, where r(t)  
is Continuous and m is the packet size. Also assume that the 
service times are exponentially distributed with parameter 
m/c, independent of the arrival process. This is an M/M/1 
queue with arrival rate r(t)/m and service rate c/m. Let N (t) 
denote the number of packets in the queue at time t. The 
amount Of queued data is then q(t)  = mN (t).  We now fix 
some t, with q(t) > 0, and Examine the change of the queue 
size during the interval [t, t + h].  

 
Let Ah be the number of  arriving packets during this interval, 
then Ah is Poisson  distributed with parameter Rt+h r(s)/m. 
Let S be the number of departing packets during the same 
interval.  For small h, we can ignore the possibility that the 
queue becomes Empty and approximate Sh as Poisson 
distributed with parameter hc/m. The change in the queue 
size is then 
 
VII. Conclusion: Through the chapters of this thesis, we 
have developed and validated a new model for the window-
based packet transmission which is the inner-loop of all 
window- based congestion control protocols. We have 
analyzed the properties of this system, and a couple of 
different outer-loops, in the form of window update rules. 
Finally, we have designed two new outer-loops, one aimed 
for general congestion control, and one specialized to cellular 
systems where some extra cross-layer signaling is possible.  
So what can we learn about modeling, analysis, and design, 
of window-based congestion control. 
Feature  Enhancement: What the Internet traffic mix will 
be like in the future is hard to predict.  Maybe real-time 
traffic will remain a small fraction, less than 10%, of the 
Internet traffic? Or maybe real-time video conferencing 
(which certainly is more environmentally friendly than 
international meetings with the corresponding long-distance 
traveling) will be the next killer application? Or some other 
unforeseen real-time application that needs much higher 
capacity than today’s voice over IP and online games. The 
traffic mix can certainly be of different character in different 
parts of the Internet. When designing congestion control 
protocols, it is therefore important to take into account the 
possibility of a large proportion of the traffic being real-time 
traffic. One prediction that it seems quite safe to make, is that 
we will see more and more devices and users that are 
connected to the Internet via wireless links.  As devices get 
cheaper, the laptops and mobile phones today carried by 
humans will be joined by wireless sensors for various 
industrial applications as well as environmental monitoring.  
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